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Similar in principle to recent implementations of a lidar system at 355 nm [Opt. Lett. 25, 1231 (2000),
Appl. Opt. 44, 6023 (2005)], an incoherent-detection Mie Doppler wind lidar at 1064 nm was developed
and deployed in 2005 [Opt. Rev. 12, 409 (2005)] for wind measurements in the low troposphere, taking
advantage of aerosol scattering for signal enhancement. We present a number of improvements made to
the original 1064 nm system to increase its robustness for long-period operation. These include a mul-
timode fiber for receiving the reference signal, a mode scrambler to allow uniform illumination over the
Fabry–Perot interferometer, and a fast scannable Fabry–Perot interferometer for calibration and for the
determination of outgoing laser frequency during the wind observation. With these improvements in
stability, the standard deviation of peak transmission and FWHM of the Fabry–Perot interferometer was
determined to be 0.49% and 0.36%, respectively. The lidar wind measurements were validated within a
dynamic range of �40 m�s. Comparison experiments with both wind profiler radar and Vaisala
wiresonde show good agreement with expected observation error. An example of 24 h continuous obser-
vations of wind field and aerosol backscatter coefficients in the boundary layer with 1 min and 30 m
temporal and spatial resolution and 3 m�s tolerated wind velocity error is presented and fully demon-
strates the stability and robustness of this lidar. © 2007 Optical Society of America

OCIS codes: 010.0010, 010.3640, 280.0280, 280.3340, 280.1100.

1. Introduction

The wind profiles throughout the troposphere and
lower stratosphere are critical for improving long-
range weather forecasting, hurricane tracking,
troposphere-stratosphere exchange studies, global
pollution tracing, and climate studies. Such measure-
ments are ranked as one of the most important and
challenging observations to make [1]. The incoherent
Doppler wind lidar (DWL) has been proved to be a
promising technique that will fulfill the unmet infor-
mation of the global wind fields with the needed ac-
curacy and spatial resolution [2].

DWL instrument concepts can be divided into two
main categories. One approach is optical heterodyn-

ing lidar, which measures Doppler shifts by beating
the backscattered laser light with a laser source from
a stable local oscillator [3,4]. The other is direct de-
tection lidar (DDL). Various instruments, such as the
Fabry–Perot interferometer (FPI) [5–10], iodine ab-
sorption filter [11,12], Fizeau interferometer [13],
and Mach–Zehnder interferometer [14] have been
chosen theoretically and experimentally to transform
the Doppler shift into an irradiance variation, and
the estimate of the frequency change can be accom-
plished by processing the detected signals. There are
usually two leading implementations of the DDL
when an FPI is used as the frequency discriminator.
One is called the edge technique, which usually uses
two FPI filters located at the wings of the atmo-
spheric Rayleigh spectrum or two narrow filters with
opposite slopes symmetrically located about the laser
frequency to discriminate the Doppler shift from the
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Rayleigh or the Mie backscatter [5–8]. The other is
the fringe-imaging technique. Several fringe-imaging
DDL systems have been developed by Michigan Aero-
space Corporation using a circular image plane de-
tector or a circle-to-line imaging optic device [9,10].
The two implementations have been compared theo-
retically [15–17]. The DDL technique has been cho-
sen by the European Space Agency as the basis of the
AEOLUS space-based wind lidar mission [18].

The wind velocity measurement in the upper tro-
posphere and stratosphere was realized mainly by
detecting the molecular Rayleigh backscatter [19–
22]. In the low troposphere, aerosols provide a near-
ideal scattering source, because Mie backscattering is
not significantly broadened from the original laser
bandwidth [23–27]. Thus, the Mie Doppler lidar us-
ing the double-edge technique can achieve a higher
sensitivity value of ten times the Rayleigh Doppler
lidar [7,8]. The double-edge technique allows the Ray-
leigh and aerosol components of the atmospheric echo
to be separated, on the assumption that accurate at-
mospheric temperature and pressure profiles were
acquirable simultaneously to calculate the Rayleigh–
Brillouin spectra [28]. Although eye safety is difficult
to realize, we operate at 1064 nm instead of at 532 or
355 nm to take advantage of the lower molecular-to-
aerosol backscatter ratio to ensure that the measure-
ment is less sensitive to the spectral width and shape
of the molecular signal.

Section 2 gives a review of the theory. Section 3
presents a description of the instrumental setup, fol-
lowed by some improvements made to the original
system. Section 4 presents the detailed calibration
process and validation experiments. Comparison be-
tween theoretical analysis and measured errors are
also performed. Section 5 gives comparison experi-
ments with both wind profiler radar and Vaisala
wiresonde. Examples of continuous observation of the
wind field and aerosol backscatter coefficients are
given.

2. Principle of Measurement

The edge technique is a direct detection method for
retrieving the instantaneous wind information by
making differential measurement of the Doppler-
shifted atmospheric echo and the outgoing laser
pulse. The double-edge technique is a variation of the
edge technique. It inherits the advantages of edge
technique but has a higher measurement accuracy
and allows the Rayleigh and aerosol components of
the atmospheric backscatter to be separated [7].

In this paper, a twin-channel FPI is used as the
frequency discriminator to detect the Doppler shift. It
consists of two channels with different cavity spacing
that forms the transmission curves as shown in Fig.
1. The interferometer is illuminated by a fiber colli-
mated on the two semicircles with an angular field of
view of �max � 0.5 mrad (semi-angle). Therefore, the
edge function is the result of the integration of the
Airy function over �:

h��� � �
0

�max

T0

1 � 4� �FSR

���1�2
�2

sin2��� cos���
�FSR

� d�. (1)

In this expression, T0 is the peak transmission, �FSR is
the free-spectral range, and ��1�2 is the full width at
half maximum (FWHM) of the interferometer. In
the system, the frequency offset ���21 � �02 � �01� of
the twin-channel interferometer is designed to be
200 MHz, corresponding to a speed dynamic range
of �50 m�s. The FWHM of the interferometer is
	170 MHz. The outgoing laser frequency is locked at
the crossing point of the two curves. The backscatter
signal is Doppler shifted due to the atmosphere bulk
movement projected in the line of sight (LOS) of the
telescope. Its transmittance through the FPI varies
with the magnitude of the Doppler shift. By making
differential measurement of the transmittances of
outgoing laser and the atmospheric backscatter sig-
nal, one can retrieve the spectral Doppler shift.

Radial wind, the bulk motion of air in sight of light,
causes an overall spectral Doppler shift ��d, and the
random thermal motions of the air particles spec-
trally broaden the backscattered signal. The aerosol
and molecule backscatter spectra, fM��� and fR���, re-
spectively, have Gaussian profile. They are given by

fM��� � �4 ln 2����M
2�1�2 exp���24 ln 2���M

2�, (2)

fR��� � �4 ln 2����R
2�1�2 exp���24 ln 2���R

2�, (3)

where ��M is the FWHM of the aerosol backscatter
spectrum. It can be replaced by the corresponding
value of outgoing laser ��L since the Brownian motion
of aerosol particles does not broaden the spectrum
significantly. Hence, the outgoing laser spectrum
fL��� can substitute for the aerosol backscatter spec-
trum fM��� in this paper.

The FWHM of the atmospheric molecular spec-
trum ��R is given by

��R � �32kTa ln 2�	2M�1�2, (4)

where k is the Boltzmann constant, Ta is the atmo-
spheric temperature, M is the averaging mass of the

Fig. 1. Spectral profiles of the FPI, laser, and atmospheric back-
scatter signals.
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atmospheric molecules, and � is the laser wave-
length. The transmission of the ith �i � 1, 2� inter-
ferometer channel for Mie backscatter is written as a
convolution function by

TMi��� � �
�





hi�� � ���fM����d��

� �
�





hi�� � ���fL����d��, (5)

where hi��� is the ith edge function of the individual
FPI channel. The FPI transmission functions for Ray-
leigh backscatter are a convolution of the edge func-
tion, laser spectrum, and the Rayleigh spectrum.
They can be written as

TRi��� � �
�





TMi�� � ���fR����d��. (6)

The transmission functions TMi��� can be measured
conveniently by scanning FPI cavity spacing using a
pulsed laser. It is discussed in detail in Section 4. But
in the low boundary layer, due to the altitude-
dependent temperature and pressure effects, Eq. (6)
is no longer a correct representation. In the data
process, the Rayleigh–Brillouin spectra have to be
used instead of Eq. (3) [28]. The transmitted signals
measured on the different channels are

I1 � a1
IMTM1��0 � ��d� � IRTR1��0 � ��d��, (7a)

I2 � a2
IMTM2��0 � ��d� � IRTR2��0 � ��d��, (7b)

where a1 and a2 are calibration constants and both
can be determined in the calibration process, as de-
scribed in Section 4. ��d is the Doppler shifted fre-
quency, �0 is the outgoing laser frequency, and IM and
IR are the aerosol signal and the Rayleigh signal,
respectively. The energy monitoring channels are
broad with respect to the Rayleigh backscatter, so
the signals measured corresponding to the two
channels are

IE1 � a3�IM � IR�, (8a)

IE2 � a4�IM � IR�, (8b)

where a3 and a4 are two calibration constants. In the
case of reference signal incidence, it follows from Eqs.
(7) and (8) that

TM1��0� �
a3I1

a1IE1
, (9a)

TM2��0� �
a4I2

a2IE2
. (9b)

One can solve Eq. (9) for the outgoing laser frequency
�0 on both channels of the interferometer with the
pre-probed transmission curves TMi���.

The lidar system is designed to analyze the Doppler
shift from the Mie backscatter of the atmospheric
aerosols, but the atmospheric echo collected is the
superposition of aerosol and melocular components.
The transmittance change due to the Doppler shift of
Rayleigh backscatter is different from that of the Mie
backscatter, so the Rayleigh components can be sub-
tracted from the whole backscatter during the data
processing. From Eq. (8) it follows that

IE � �a3 � a4��IM � IR�. (10)

The outgoing laser frequency �0 is measured in
advance from Eq. (9). So nonlinear Eqs. (7) and (10)
can be solved using the numerical iteration method
for the Doppler shift ��d, aerosol signal IM, and the
Rayleigh signal IR, respectively.

Iterative method is used to solve the nonlinear
equations. In the iterative procedure, sufficiently ac-
curate starting values guarantee the fast conver-
gence. So, the Klett and Fernald methods are used to
evaluate the starting values of IM and IR [29–31].

Step 1: It follows from Eq. (10) that

IR � IE��a3 � a4� � IM. (11)

Step 2: From Eqs. (7) and (11), we can define

Fi���d, IM� � IMTMi��0 � ��d� � IRTRi��0 � ��d� � Ii�ai.
(12)

Then two computing corrections ��d and �IM to the
variables ��d and IM can be calculated by solving the
following linear equations:

���d

�IM
��

F1���d � h, IM� � F1���d, IM�
h

�F1

�IM

F2���d � h, IM� � F2���d, IM�
h

�F2

�IM


� � �F1���d, IM�

F2���d, IM��, (13)

where h � 100 Hz, so the finite difference approxi-
mations inside the Jacobian matrix can substitute
the partial derivatives �Fi����d.

Step 3: Update the Doppler shift ��d and aerosol
signal IM,

��d
�N� � ��d

�N�1� � ��d, (14)

IM
�N� � IM

�N�1� � �IM, (15)

where N is the iterative index. This procedure is it-
erated until the variables ��d and IM converge or the
iterative index exceeds the maximum number of it-
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erations. The wind speed usually changes gently be-
tween the two adjacent intervals, so the Doppler shift
value in the neighboring interval just beneath the
interval being analyzed can be used as the initial
value of ��d in Eq. (12).

Once the Doppler shift is obtained, the LOS wind
velocity can be retrieved:

V �
c

2�0
��d. (16)

Three laser beams are pointed to every 120° azi-
muth sequentially with a 45° zenith angle; the first
beam is pointed to the east. Data are accumulated
every 200 ns according to 30 m range resolution. The
radial wind velocities are observed clockwise,
namely, V1, V2, and V3. Then the wind velocity is

VH �
2�2
3 �V1

2 � V2
2 � V3

2 � V1V2 � V2V3 � V1V3�1�2,

(17)

VZ �
�2
3 �V1 � V2 � V3�, (18)

� � �arctan� �3�V3 � V2�
2V1 � V2 � V3

�
�

�

2 sgn��2
3 �2V1 � V2 � V3��, (19)

where VH and VZ are horizontal and vertical wind
components, respectively. � is the angle of the wind
direction from the south in clockwise. Vertical winds
are usually on the verge of zero, so observations of
large, sustained vertical winds may indicate an in-
strument maladjustment.

3. System Description

DWL is an active remote sensing instrument that
uses aerosol and�or molecular backscatter to mea-
sure wind. Specifically, the atmospheric backscatter
from a laser pulse is collected by a telescope, range-
gated, and spectrally analyzed to determine the
Doppler shift. Figure 2 shows the schematic of the
coaxial DWL system. The system parameters are
summarized in Table 1. The transmitter is a 1064 nm
injection-seeded Nd:YAG laser (Continuum Model
8050). The outgoing laser beam is directed through
an 8� expander to compress the beam divergence.
Before that, a very small fraction of the outgoing laser
is split out by beam splitter (BS) 1 as a reference
signal to determine its frequency. A 300 mm aperture
scanner is mounted on the roof of the laboratory,
providing full hemispherical pointing. The major por-
tion of the laser energy is sent out and backscattered
by the atmospheric aerosols and molecules. Atmo-
spheric backscatter that carries Doppler information

is focused by a Cassegrain telescope into the Multi-
mode Fiber (MF) 1, and then transferred into the
receiver.

The receiver is shown in the dashed box in Fig. 2.
After passing through an interference filter, the col-
limated light is split into two beams by BS2. The
transmitted beam is sent through the FPI (IC Model
ET50FS-1049), which uses a split structure with
30.2 nm cavity spacing difference between the two
semicircle channels (as shown in Fig. 4). The signals
that pass through the left channel and right one of
the FPI are coupled onto two PerkinElmer single
photon counting mode (SPCM) Si:APD detectors
(where APD means avalanche photodide), respec-

Fig. 2. Schematic of the lidar system: BS, beam splitter; P, prism;
MF, multimode fiber; FOBS, fiber-optic beam splitter; IF, interfer-
ence filter; SPCM, single photon counting mode; FPI, Fabry–Perot
interferemeter.

Table 1. Parameters of the Doppler Lidar System

Instrument Parameter

Transmitter
Wavelength (nm) 1064
Laser energy (mJ�pulse) 200
Pulse width (ns) 6
Laser repetition rate (Hz) 50
Laser linewidth (MHz) 90
Transmitted beam divergence (mrad) 0.1
BS1 reflectance�transmittance 1�99

Receiver
Telescope diameter (mm) 300
Telescope�scanner efficiency (%) 30
Telescope field of view (mrad) 0.15
BS2 reflectance�transmittance 1�3
Interference filter bandwidth (nm) 0.5
Interference filter efficiency (%) 40
SPCM quantum efficiency (%) 18
Fiber core diameter (�m) 100
Fiber numerical aperture 0.22
Fiber attenuation (dB�km) 1

Fabry–Perot interferometer
Aperture (mm) 50
Cavity spacing (mm) 42.856
Step height (nm) 30.4
Plate reflectivity (%) 86.6
Acceptance angle (mrad) 1
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tively. The reflected light from BS2 is also detected by
two same monitoring detectors in case of asymmetry
of the illumination on the FPI. The photon counting
signals are binned in a multiscaler and integrated for
a selectable number of shots prior to storage. The
laser operation, FPI spacing�parallelism, and scan-
ner orientation are controlled by an industrial com-
puter. Software is developed to achieve real-time
signal processing and unattended operation.

Some improvements had been made to the original
DWL system [32]. A careful determination of the null
Doppler-shift reference is necessary to get absolute
winds measurements. In the original system, the po-
sition of the emitted wavelength in relation to the FPI
bandpasses is determined by analyzing the light scat-
tered off optics in the outgoing optic path. The dead-
time correction of the SPCM can be different for the
reference than for the atmospheric backscatter, since
the laser pulse duration is only a few nanoseconds
compared with the continuous atmospheric backscat-
ter. This effect is difficult to compensate for, since the
zero-wind reference spectrum can be affected inde-
pendently of the Doppler-shifted spectra.

The problem was solved by using a second mul-
timode fiber (MF2) when detecting the outgoing
laser frequency (as shown in Fig. 2). Rayleigh scat-
tering is related to the inhomogeneities due to the
material structure. The optical fibers are well-
known examples where the small refractive index
fluctuations induced by their amorphous nature
scatter light in all directions without changing the
frequency of the scattered light, because the inho-
mogeneities are frozen in the material structure.
The reference laser pulse was first focused into a
150 m long multimode fiber, and then the Rayleigh
backscatter (RB) from MF2 was passed through the
two fiber optical beam splitters (FOBS) and trans-
ferred into the receiver. The RB signal was used in-
stead of the laser pulse to determine the reference
frequency, since there is no frequency change be-
tween them. It is useful to step through the timing
(see Fig. 3) for a single laser pulse to understand how

the different signals are collected. The SYNC signal
from the laser was used to synchronize the range-
gating electronics. The signal collected in the ten bins
before the Q switch was used to measure the averag-
ing background. The RB signal from MF2 was col-
lected in the five bins just after the Q switch. The
output of the SPCM is disabled when a low level of
transistor–transistor logic (TTL) is applied to its gate
input. So the trigger to the SPCM could be used to
eliminate the strong fiber-end reflections from MF2.
The atmospheric backscatter was delayed by MF1 to
avoid mixing with the RB from MF2. The final output
data from the multiscaler is shown in Fig. 3.

The MF1 is used as a time delayer to avoid mixture
of the backscattered signals with the reference sig-
nals. It mixes the spatial intensity distribution of
the energy collected from each range interval [25].
Range-dependent variations in the angular distribu-
tion of the collimated beam to the FPI cause its trans-
mission function to vary with range [33]. To eliminate
this effect on both the atmospheric backscatter and
the reference signals incidence, a mode scrambler
(Newport, FM-1) optimized for 100 m core with
graded-index fibers, is mounted on the transfer opti-
cal fiber. It presses the fiber between specially de-
signed corrugated surfaces to cause microbending of
the fiber and dramatically increases mode coupling
among guided modes and coupling of high-order
guided modes to radiation modes (mode filtering);
thus, negligible insertion losses are introduced. The
distribution of power among the modes is then inde-
pendent of the launch condition of the light. The mode
scrambler makes uniform the illumination onto the
FPI, whether the original illumination pattern is a
ring or a star. Two sets of typical experiments are
shown in Fig. 4.

The long-term frequency drift of the outgoing laser
with respect to the FPI has been controlled by a servo
loop acting on the FPI tuning control. The laser fre-
quency was located at the crossing point of the two
transmission curves (as shown in Fig. 1). If the laser
frequency deviates from that point, the transmission
values on the dual channels for the RB signal from
MF2 would be different. Then, a correcting voltage
proportional to that differential signal would be fed
back to the FPI piezoelectric drive. Therefore, the
frequency of the outgoing laser could be locked at the
crossing point with high sensitivity.

Fig. 3. Data acquisition timing sequence.
Fig. 4. Illumination patterns under the function of the mode
scrambler.

7124 APPLIED OPTICS � Vol. 46, No. 29 � 10 October 2007



4. Calibration

A. Instrument Calibration

DDL systems are usually less challenging than those
required for optical heterodyning lidar. Much of this
is due to the lack of need to accurately match wave-
fronts from the local oscillator and atmospheric echo
on the heterodyne detectors. However, careful cali-
bration procedures are required by the DDL systems.
Using the RB from MF2, the ratio of the calibration
constants a1:a2:a3:a4 can be measured by removing
the FPI from the optical path and taking the ratio of
the four SPCM detector signals.

To measure the FPI transmission curves, one can
fix the cavity spacing and then scan the pressure,
laser frequency, or angle of incidence. In this paper,
the cavity scanning was performed with computer
control using an IEEE-488 interface. The FPI is a
piezoelectric-tunable and capacitive-servo-stabilized
system. Its plates have a flatness of 	�100, where 	
� 632.8 nm. The nonlinearity of the scan provided by
the manufacturer is �0.05%. A capacitance bridge
fabricated on the mirror plates is used to sense
changes in parallelism and cavity spacing. Three pi-
ezoelectric actuators are used to turn the cavity spac-
ing and permit elimination of parallelism errors. The
FPI is designed to have a step height of 30.4 nm
between the two semicircles on one mirror, so it is
convenient for us to measure the two transmission
curves simultaneously by scanning the cavity spacing
through a spectral range about 2 GHz. The frequency
scan range �s corresponding to the cavity scan range
Cs depends on the FPI cavity spacing C0:

�s�Cs � �0�C0. (20)

A plus or minus 10 mV differential voltage add to
the piezoelectric drivers will stretch or shrink the
piezoelectric tubes 1 nm, which equals 6.57 MHz fre-
quency shift here. A 12 bit digital–analog (D�A) con-
verter was used, so the argument writing to the
IEEE-488 interface ranges from �2048 to 2047, cor-
responding to scan range from �1000 to 1000 nm.

The Si:APD detectors are capable of counting to
1.5 � 107 events per second before saturation; how-
ever, count rates are kept below 1.0 � 107 counts per
second to ensure linearity. Moreover, the duration of
the laser pulse is only 6.8 ns. If more than one photon
is detected within this time, the detectors are at the
risk of saturation. To have 600 photons detected on
the edge detector at the peak transmission point, an
integrating time of 12 s is needed for one scanning
step. Usually, 200 sampling steps are used; then such
a set of scanning is performed in less than 40 min.
During such a long period, the laser frequency drifts
and jitters would invalidate the measurement re-
sults. So, four Thorlab silicon p-i-n detectors were
used to measure the transmission curves with both
cw and pulsed laser in the earlier calibration proce-
dure [29]. However, those results differ much from
that measured with SPCM Si:APD detectors (as
shown in Fig. 5); the peak transmission value

changes more than 7%. Although all the detectors
have the same fiber-optic receptacles prealigned to
the anodes, the coupling efficiencies and the illumi-
nations on the active area of the detectors may
change when replacing the Si:APD detectors.

To keep simplicity and therefore reliability of the
instrument, a fast FPI scanning method is proposed
without replacing the detectors. This scanning
method allows controlling of the FPI characteristics
under the same conditions of illumination as during
the wind detection. We replace MF2 (as shown in
Fig. 1) by a 5000 m MF. The reference laser pulse
was focused into it, and then the RB from the fiber
was transferred into the receiver. It provides an
atmospheric-backscatter-like continuous backscat-
ter, which makes it possible to collect the signal in
a time of 48 s (corresponding to 240 bins on the
multiscaler) for a single laser pulse. Approximately
3 � 104 photons can be detected on the edge detector
on the peak transmission step with an integrating
time of 2 s for each scanning step. The ensemble
transmission curves can be scanned within 400 s
after 3 h warmup of the laser, which allows for ne-
glect of the frequency drift during the scanning pro-
cess.

Given the calibration constants, transmission data
T��j� are calculated as a function of frequency by tak-
ing the ratio of the edge detector signals and the
energy-monitoring detector signals (j is the scan in-
dex). Then we fit the results to an expanded pseudo-
Voigt (EPV) function fEVP��� [34]. The formula of the
EPV function was proposed by adding an irrational
function and a squared hyperbolic secant function to
the pseudo-Voigt function:

fEPV��� � �1 � �L � �I � �P�fG��, wG� � �LfL��, wL�
� �IfI��, wI� � �PfP��, wP�, (21)

where

fG��, �G� � �1��1�2�G�exp���2��G
2� (22)

is a Gaussian function with the FWHM given by
wG � 2�ln 2�1�2�G,

Fig. 5. FPI transmission curves for the pulsed laser.
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fL��, �L� � �1���L��1 � �2��L
2��1 (23)

is a Lorentzian function with the FWHM of wL �
2�L,

fI��, �I� � �1�2�I�
1 � ����I�2��3�2 (24)

is an irrational function with the FWHM given by
wI � �22�3 � 1�1�2�I, and

fP��, �P� � �2��P�
exp����P� � exp�����P���2 (25)

is a squared hyperbolic secant function, of which the
FWHM is given by wP � 2
ln�21�2 � 1���P. Many
factors, such as the divergence angle of the incidence
beam, the aperture limitation, and the parallelism
error of the plates, may distort the FPI transmission
profiles from the Voigt function; thus, the EPV func-
tion is thought to be more flexible to proximate the
actual FPI response functions for the pulsed laser.
For the individual FPI channel, we let

TMi��� � B � AfEVP�� � C�, (26)

where A is the integrated intensity, B is the constant
background, and C is the center frequency. Numeri-
cal least-squares optimization of the EPV function is
achieved by the Levenberg–Marquardt method, ap-
plying the weight T�1�2��j�. Then the function to be
minimized is

S � �
j�1

200


T��j� � �B � AfEVP��j � C���2�T��j�. (27)

All parameters, A, B, C, and width parameters, wG,
wL, wI, wP and mixing parameters, �L, �I, �P, in Eq.
(27), are treated as independent variables.

It has been claimed that the maximum deviation of
EPV function from the Voigt function is within 0.12%,
which can be tolerated in this context [34]. A typical
example of the scanning experiments is shown in Fig.
5. The standard deviation of the raw data from the
fitted EPV function on channel 1 is 0.76%, and 0.83%
on the other channel for frequency shift |��| �
100 MHz. In the lidar initializing processes, to set the
FPI symmetrically to the laser frequency, the volt-
ages added to the piezoelectric actuators are different
from time to time. However, a good repeatability of
the transmission curves is kept. The transmission
curves were scanned every day for 20 days, the stan-
dard deviation of peak value is 0.49%, and the stan-
dard deviation of the FWHM is 0.36%.

B. Verifying Attachment

A verifying attachment was designed to validate the
calibration constants and the FPI transmission func-
tions for the laser pulse. The basic principle is to
make a comparison between experimental results
measured by the DWL system and the known veloc-
ities of the revolving disk. Detailed design of the ver-

ifying attachment was given elsewhere [35]. Figure 6
is the schematic of the verifying attachment. The
cross-talk signal from the fused fiber coupler (FFC) 1
was used as the reference signal to decide the fre-
quency of the outgoing laser. A 300 m MF that con-
nects FFC1 and the fiber pigtailed collimator was
used as a time delayer. Using the pulsed laser and the
range-gated analyzer permits the outgoing laser
pulse and the backscatter from the rim of the disk to
be separated temporally. Therefore, the reference sig-
nal and the Doppler-shifted signal scattered from the
revolving disk were collected in different bins. Since
all fiber-optic components are used, the verifying
attachment is portable with volume of 346 mm
� 285 mm � 175 mm and weight of 14 kg. The de-
signed relative error of the verifying attachment is
less than 1% within the dynamic range of �50 m�s.
The maximum spectrum broadening corresponding
to the designed Teflon disk has a width of 0.7 MHz,
which is similar to the aerosol circumstance.

Figure 7 shows the velocities measured by lidar ver-
sus preset velocities on the verifying attachment. Each
data point is an averaging result of 100 measurements.
By improving the signal intensity or using longer in-
tegration time, more accurate experiment data may
result. Here, for each experiment, an integration time
of 1 min was used; and more than 4000 photons were
counted on each energy monitoring detectors. The

Fig. 6. Schematic of the verifying attachment.

Fig. 7. Calibration: comparison between two results.
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slope of linear fitting, in a least-squares sense, is 1.01.
The value is slightly higher than an idealized slope of
unity. This may be due to the expansion of the Teflon
disk at a high rotating speed. The standard deviation
of the measurements is 0.63 m�s for target velocity
|v| � 20 m�s, whereas the value is 0.96 m�s for
target velocity |v| � 45 m�s.

C. Error Analysis

We consider measurement error in the previously
described experiment in Section 4. If the laser fre-
quency �0 is set at the center of symmetry of the two
channels, the transmissions of the two channels for
the backscatter signal from a hard target will be
identical at zero-Doppler shift. The transmission
difference between the two passbands provides the
Doppler-shift information. Expanding the trans-
mission difference in a power series, the zero-order
terms cancel, and the first-order terms are ade-
quate for determining the accuracy of measurement
of small Doppler shifts:

TM2��1� � TM1��1� � ��d�dTM2

d�
�

dTM1

d� �
�0

, (28)

where �1 � �0 � ��d is the Doppler-shifted frequency.
Then, the uncertainty in the Doppler-shift measure-
ment is

����d� � �
TM2��1� � TM1��1����dTM2

d�
�

dTM1

d� �
�0

.

(29)

In the experiments discussed in Section 4, the
incident signal is the backscattering from the hard
target. The transmissions TM2��1� � a4I2�a2IE2 and
TM1��1� � a3I1�a1IE1 are calculated using the signals
on the four detectors. We let �TM � TM2��1� �
TM1��1�. The photon noise of both edge and energy
monitor channels are uncorrelated and follow Pos-
sion statistics with signal-to-noise ratio inversely
proportional to the square root of signal counts on
each detector. Then,

�2��TM� � �
j�1

2 ����TM

�Ij
�2

��Ij�2 � ���TM

�IEj
�2

��IEj�2�, (30)

where the uncertainties �Ij and �IEj are approxi-
mately given by the square root of all photon counts
(including backscatter signal, background signal, de-
tector noise, etc.) on corresponding detectors. Use of
Eq. (30) in Eq. (29) yields the uncertainty in the
Doppler shift measurement:

�1���d� � ��a4

a2
�2� I2

2

IE2
3 �

I2

IE2
2�� �a3

a1
�2� I1

2

IE1
3 �

I1

IE1
2��1�2�

�dTM2

d�
�

dTM1

d� �
�0

. (31)

Equation (31) gives the error only for shot noise of
the backscattered signal. Errors in determination of
the outgoing laser frequency must also be considered,
and this frequency is ideally determined using the
same frequency discriminator. Generally, the refer-
ence error �R is small, because adequate reference
signals are available by taking advantage of the con-
tinuous RB signal from the MF as described in Sec-
tion 3. Nonetheless, the complete error �C has to
incorporate the reference error:

�C � ��1
2���d� � �R

2�1�2. (32)

Various systematic errors contributed to the total
error in Fig. 7. A significant component of the mea-
sured standard deviation was introduced by the vi-
bration of the hard target at high speed. To reduce
this error and to make a comparison between theo-
retical analysis and the experiment results, the ver-
ifying attachment was set to a low LOS velocity of
5 ms�1 (corresponding sensitivity of the lidar is
4.3%�ms�1). By modulating the signal intensity and
varying the integration time, nine sets of 100 data
measurements were conducted.

Given the photon counts in all channels, one can
calculate the theoretical standard deviations accord-
ing to Eq. (32) and the Cramer–Rao lower bound. The
statistical noise measurement limit, based on sam-
pling theory, has been described by Rye [36] and
applied to the aerosol backscatter wind lidar based on
the double-edge technique by McKay [15]:

�2���d� �
�1 � 4�0

2�3�2

8�0
� 1
2�TpkN0�

�1�2

w, (33)

where, in this paper, �0 � 0.5 is the operating point of
the FPI, � � 0.37 is the proportion of incident signal
delivered to each FPI channel, � is the SPCM quan-
tum efficiency, w � 226 MHz is the passband FWHM
of the FPI, Tpk � 0.68 is the peak transmittance (as
shown in Fig. 5), and N0 is the total incident photon
number.

The measured standard deviations and the expres-
sions (31) and (33) are compared. It can be seen from
Fig. 8 that with the parameters we described, the
theoretical standard deviations proposed in this pa-
per and McKay’s estimation are nearly the same. The
measured standard deviations for each preset signal
intensity and integration time are slightly higher
than the theoretical standard deviations, with an av-
erage difference of 20 cm s�1. A standard deviation of
5 cm s�1 is introduced by the uncertainty of the target
speed. The errors due to uncertainties in the system
parameters and spectral calibrations are estimated
from the 15 day standard deviations to be 11 cm s�1.
Although the double-edge technique renders the
measurement insensitive to laser and filter frequency
jitter and drift, a residual error of 1 cm s�1 is contrib-
uted to the speed measurement. Additional possible
error sources included errors that are due to residual
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nonlinearities and the dark count of the single
photon-counting modules. The mean difference be-
tween lidar observations and the preset velocity is
9 cm s�1.

The verifying experiments and the comparison be-
tween theoretical analysis and measured standard
deviations well validated the instrument calibration
results. Considering other intrinsic errors, the theo-
retical analysis well estimates the measured stan-
dard deviations. In field measurements, the Rayleigh
components in the atmospheric backscattering and
the background noise must be considered. This has
been discussed by both McKay [15] and McGill and
Spinhirne [17].

5. Lidar Wind Measurements

A. Comparison Experiments

The ground-based DWL is located on the flight course
of Hefei city. Rawinsonde data are unavailable to
validate the lidar performance in that area. Recently,
we had an opportunity to make comparison experi-

ments between the DWL and another newly built
wind profiler radar (WPR, 450 MHz) located 	450 m
from the lidar.

Experiments were carried out from 15–30 July
2006. The spatial resolution of the WPR is 	100 m
over the altitude and its temporal resolution is 30
min. The wind speed errors and direction errors of the
WPR are expected to be less than 1 m�s and 10°,
respectively.

Two typical experiment results are shown in Fig. 9.
Mean wind speed and direction measured from DWL
are shown with �� error bars calculated for the three
profiles measured during the 30 min. The standard
deviation averaged over altitude is 0.45 m�s with a
maximum value of 2.7 m�s from 1:30 to 2:00 a.m.,
and it is 0.61 m�s with a maximum value of 2.4 m�s
from 6:30 to 7:00 a.m.

The data of Fig. 9 were analyzed to distinguish the
instrumental error from geophysical variability. We
calculated the standard deviation of the LOS wind as
a function of altitude for 50-shot averages with a
sample of 1000 shots, i.e., the standard deviation of
20 wind measurements at each altitude (as shown in
Fig. 10). The standard deviation below 1500 m is

Fig. 8. Velocity accuracy versus total incident photons at LOS
speed of 5 m�s. The raw data are shown as circles, and the exper-
imental standard deviations are shown as error bars. The theoret-
ical standard deviations described in this paper are shown as solid
curves. The statistical noise measurement limit proposed by
McKay [15] are shown as dashed curves with squares.

Fig. 9. Horizontal wind and direction profiles measured by Doppler wind lidar (solid curve) and wind profiler radar (circle).

Fig. 10. Standard deviation of the LOS wind as a function of
altitude for 50-shot averages with a sample of 1000 shots. The
measured data at night are shown as circles and the daytime data
are shown as filled squares.
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lower than 1 m s�1 at dawn and night. The standard
deviation below 500 m is larger than the value from
500 to 1000 m. This was mainly attributed to range-
dependent variations in both the angular distribution
of the collimated beam to the FPI and the nonlinear-
ity of the detectors.

The wind and direction data from the DWL and
WPR show good consistency in Fig. 9, but there are
some differences between the two results. The time
interval for photon-counting accumulation for radial
wind is 1 min and the vertical sampling is 21.2 m for
DWL, so the difference of direction at 2:00 a.m. at the
altitude of 1 km could be due to wind shear. The
horizontal wind velocity measured by WPR deviated
from the profile probed by DWL at 7:00 a.m. in the
low altitude; this could be due to the WPR system
being affected by the echoes from its surroundings.
From Fig. 10, we know that the standard deviation in
Fig. 9 increased rapidly in the altitude below 400 m at
dawn due to the inhomogeneity of the wind field.

Another experiment was made with Vaisala
wiresonde to evaluate the accuracy of DWL quanti-
tatively. The lidar system was built on the roof of the
main building, and its altitude is 36.6 m. In the ex-
periment, the laser beam was sent out in the direc-
tion of the wiresonde horizontally. The temporal
resolution of DWL was set to 1 min, while there were
several measurement results from the wiresonde
during the interval. So, the wiresonde data were av-
eraged every minute and transformed into LOS hor-
izontal speed along the DWL azimuth for the purpose
of comparison. The wind speed errors and direction
errors of the wiresonde are expected to be 0.5 m�s
and 10°, respectively. The wiresonde should be re-
charged every 2 h. It was hung on the pilot balloon at
an altitude of 40 m, just beyond the laser beam. The
horizontal distance between the lidar and the
wiresonde is 480 m. Experiments were conducted
from 14–18 September 2006. Two typical experimen-
tal results are shown in Fig. 11. The spike points in
the wiresonde data may be due to its wobble in the
wind. The stronger the wind, the more spikes were
detected. These invalid data were removed in the
comparison process.

The histogram presented in Fig. 12 summarizes
the differences between the DWL and wiresonde
LOS winds for the 5 days. The mean difference is
5 cm�s. This bias may be due to uncertainties in the
system parameters and spectral calibrations during
the 5 days (as described in Subsection 4.A). The dif-
ferences in Fig. 12 are narrowly and normally dis-
tributed with a standard deviation of 1.15 m�s. This
is in good agreement with the standard deviation in
Fig. 9, considering that an additional standard devi-
ation of 0.5 m�s was contributed to the wobble of the
wiresonde.

B. Lidar Observations

Following the testing and calibration experiment, we
started making continuous wind field observation in
November 2005. Continuous operation of the lidar

can produce a time series of wind profile data to cap-
ture dynamics within the boundary layer. A 24 h
observation conduct on 27 April 2006 is shown in Fig.
13. The elevation angle was 45°, the range resolution
is 30 m, and the temporal resolution is 10 min per
wind profile. The data are integrated over 1 min for
each fixed elevation angle along each of the three
cardinal directions. In the wind observation, the Ray-
leigh and aerosol components of the atmospheric
backscatter are separated. We assume that errors in
measured component velocities are dominated by the
shot noise in the detected signals. The three direction
radial wind profiles are combined to derive the wind
speed and direction. In this process, the wind mea-
surement errors are evaluated. The tolerated wind
speed error is 3 m s�1, i.e., the measured results with
error greater than 3 m s�1 are not plotted. Figures

Fig. 11. LOS wind measured with DWL and wiresonde. The wind
lidar measurements are shown as circles and the wiresonde data
are shown as filled squares.

Fig. 12. Histogram of differences between corresponding pairs of
1 min LOS projected horizontal wind velocities for the wiresonde
and DWL.
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13(a) and 13(b) are the time-height plot of horizontal
wind components and wind directions, respectively.
The wind direction became unsteady at sunrise. Of
particular interest is the notable wind speed drop and
wind direction change observed at 7:20 a.m. After
sunset, wind speed increased from 9 to 17 ms�1 in the
lowest altitude from 7:30 to 8:00 p.m., which is coin-
cident with the wind speed measured by the ane-
mometer outside our laboratory. Figure 13(c) shows
the vertical components of wind. The red contours
indicate downward motion and blue contours indicate
upward motion. Much of the time the contours were
light blue and light red, which, indicates that parti-
cles were falling or rising at approximately 0–2 m�s.
Considering the lidar observation is based on aerosol
backscatter, we retrieved the aerosol backscatter co-
efficients simultaneously [29–31]. Figure 13(d) is the
time-height plot of aerosol backscatter coefficients
during the 24 h. It is obvious that as altitude increases,
the aerosol backscatter coefficients decrease, and both
the horizontal wind speed error and vertical wind
speed error increase accordingly.

6. Conclusion

Several important improvements were performed
to our original lidar system. Using Rayleigh signal

backscattered from a multimode optical fiber as the
reference signal provides us more accurate mea-
surements in both the calibration process and the
outgoing laser frequency determination. A more
flexible expanded pseudo-Voigt function was used
to proximate the actual response function for the
pulsed laser. A mode scrambler mounted on the
transfer fiber substantially improves the unifor-
mity of the illumination to the FPI. The stability of
FPI transmission curves as maintained with a stan-
dard deviation of peak value of 0.49% within 20
days. The calibration results were validated by us-
ing a verifying attachment. We also performed a
comparison between theoretical analysis and mea-
sured errors. Considering some intrinsic instru-
mental errors, the theoretical analysis can well
estimate the actual measured errors. Comparisons
with WPR show good coincidence and the lidar’s
ability to detect wind shear in troposphere. Further
comparisons with the Vaisala wiresonde also show
good agreement, and the standard deviation is co-
incident with the WPR comparison results. Contin-
uous operation of the lidar provides horizontal and
vertical information of the wind field and the aero-
sol backscatter coefficients. Atmospheric dynamics
were observed in the continuous operation.

The authors acknowledge the contributions of
Ningquan Wen and Jun Zhou, who provided wind
profiler radar data and Vaisala wiresonde data in the
comparisons.
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